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Cloud Infrastructure Enables New Usage




Tremendous Cloud Growth Fueled by New Usages

2. Source: Internal Intel forecast, based on available industry data, 2015



Cloud Adoption: Next Wave and Broad Enterprise
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Diverse Data Center Demands

wDynamic

Enterpnse, sy
odeling

Resource
Plannlng

T
-y
Molecular
Graphics Dynamlcs
Rendermg

Storage

I/O INTENSIVE

Accelerators can increase performance at lower TCO for targeted workloads
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e Xeon+FPGA Accelerator Platform




Range of Acceleration Options
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Intel® Xeon with FPGA Meet More

Applications
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http://www.intel.com/sites/corporate/tradmarx.htm
http://namesdb.intel.com/tmb/Namesdb/sp13start.htm

Overview

* Deployment of FPGAs in the Datacenter




Key Challenges Impacting FPGAs in the Data Centers

Increasing Velocity of Unique
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Discrete and Integrated FPGA Platforms

Discrete Intel® Xeon®+FPGA
Platform (DCP) Integrated Platform (MCP
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End User Programming Interfaces

End User Acceleration

End user Function Unit (AFU)
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Intel® Xeon®+FPGA in the Cloud
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* Applications and Eco-system




ntel Machine Learning Strategy

Solutions

| ADAS || Health & Life Sciences || Energy || Retail |

Intel Solution Architects, Data Scientists, and Software Engineers

Trusted Analytics Platform Open Source, ISV, SI, &
Tlo\p Academic Developer Outreach

Spoﬁ:: Caffe theano *I'torch 17'_. Emﬁﬂ'?K

MLlib TensorFlow

Intel® Math Kernel and Data Analytics Acceleration Libraries

e Linear Algebra, Fast Fourier Transforms, Random Number
o Generators, Summary Statistics, Data Fitting, ML Algorithms

Intel®
Omni-Path
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http://deeplearning.net/software/theano/
http://deeplearning.net/software/theano/

Xeon+FPGA Software Stack for Machine Learning
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Intel® DAAL for Big Data Analytics

Library of optimized building blocks covering all stages of the data analysis, from data extraction till
data-driven decisions

Targets both data centers (Intel® Xeon® and Intel® Xeon Phi™) and edge-devices (Intel® Atom)

Perform analysis close to data source (sensor/client/server) to optimize response latency,
decrease network bandwidth utilization, and maximize security.

Offload data to server/cluster for complex and large-scale analytics only.

Data Source Compute (Server, Desktop, ...) Client

_ Edge

o . Edge 8

o

_b_#_#_»_-_

a

S
Decompression, Aggregation, Summary Machine Learning_ (Trgining) Hypothesis testing Forecasting

Filtering, Dimension Reduction Statistics Parameter Estimation Model errors

Normalization

Clustering, etc. Simulation Decision Trees, etc.
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Xeon+FPGA Software Stack for SPARK/Hadoop

User Application
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Genomics Analysis Toolkit

Data Cleanup :> Variant Discovery :> Evaluation
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The Genome Analysis Toolkit or GATK is a software package developed at the
Broad Institute to analyze high-throughput sequencing data.

*Other names and brands may be claimed as the property of




Xeon+FPGA Software Stack for GATK

User Application
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Academic Research in FPGA Usages : HARP 1

@ 2015: Over 30 Intel® Xeon® E5-2600 v2 + FPGA
C ’ systems shipped to universities in 2015
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Intel® Corporation and Altera® Corporation are pleased to announce the by o
Heterogeneous Architecture Research Platform (HARP) program, which

will provide faculty with computer systems containing Intel b e
microprocessors and an Altera Stratix® V FPGA module that incorporates o, ey  d_ I

. . . . . th Ky South Cotewand Ocean el
Intel® QuickAssist Technology in order to spur research in programming i i wole Y ,

tools, operating systems, and innovative applications for
accelerator-based computing systems.
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Winning Academic Mindshare with HARP

1. Academics are focusing on novel hybrid CPU—FPGA use cases
» Before: what can | offload to FPGA?
* Now: what's CPU great at? what's FPGA great at? how to collaborate?
+ E.g., Genomics, Database, Graph/irregular, Sort
2. Academics are rethinking hybrid CPU - FPGA systems
 FPGA is becoming 15t class citizen, tighter integration to CPU
* What technologies needed to best take advantage of hybrid CPU-FPGA systems?
 E.g, JIT to FPGA, SPARK cloud + FPGA, OpenMP for FPGA
3. Academics are publishing on top FPGA conferences using Xeon-FPGA
* ISFPGA (Feb 2016): 1 out of 20 full papers use HARP
« FCCM (May 2016): 2 out of 18 full papers use HARP
e ASSP (July 2016) : 1 full paper based on HARP
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Announcing HARP 2

* Intel® Xeon® E5-2600 v4 + Arria 10 FPGA to ship to
universities in next few weeks for continued research in
FPGA acceleration.

e Also, HARP 2 will be installed in clusters at sites in US and
Europe.
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